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Searching in Euclidean spaces with predictions∗
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The problem of searching for a target positioned
at some unknown location in some region is a classic
search game problem that has been well-studied in
both fields of Computational Geometry and Opera-
tions Research [1, 3].
In this work, we consider the problem of finding a

fixed but unknown target point t in Euclidean space
Rd when additional information regarding the position
of the target is available in the form of predictions [4].
Here, the predictions are the approximate distance
to t for all points visited during the search. More
precisely, we assume that there is a constant c ≥ 1 and
an unknown function

λ : Rd → R≥0 such that ∀p ∈ Rd |pt| ≤ λ(p) ≤ c·|pt|.

We refer to such a function λ as a c-prediction for the
target t. The constant c is the prediction factor of λ.
(For c = 1, the function λ gives the exact distance to
the target.)
Without loss of generality, we start the search at

the origin, denoted by o. We want to find a curve γ
that starts at o and ends at t. For each point p along
the search path we have traversed so far, we obtain
the value λ(p), and the search strategy decides how
to continue the search depending on that information.
We know when we have reached the target because
λ(p) = 0 holds only when p = t. The cost of the search
is the Euclidean length of the curve γ.

As it is common in search games, we are interested
in the competitive ratio of the search strategy: how
does the length of the search path compares to the
straight-line distance from the origin to the target?
A search strategy S is α = α(S, c, d) competitive if
for all t ∈ Rd and all c-predictions λ for target t, the
length of the path defined by S to reach t from o is at
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most α|ot|. Note that we have two possible regimes,
depending on whether the prediction factor c is known
or unknown to the search strategy.

Our main contributions are the following. First, we
introduce a natural, new search problem in Rd for
d ≥ 1, under a predictions model.
Second, we show that for each dimension d and

each constant prediction factor c ≥ 1 there is a search
strategy with competitive ratio smaller than (5c)d+1.
To achieve this, we use ε-nets from metric spaces, and
provide a path of finite length but an infinite number
of pieces. This result holds assuming that we know the
prediction factor c. For unknown prediction factor, a
slightly different search strategy leads to a competitive
ratio smaller than (10c)d+1.
Third, we show that for c ≥ 4, any deterministic

search strategy in Rd with c-predictions will have a
competitive ratio of at least (c/4)d−1 ·min{

√
π/d, 1}.

For this result, we construct an infinite family of c-
predictions and use a volume argument to give a lower
bound on the length of any path that can discern
which c-prediction from the family is the actual one.
The approach is motivated by the techniques used to
obtain approximation algorithms for the Euclidean
Traveling Salesperson with Neighbourhoods. However,
in our setting we have an infinite number of neighbour-
hoods, one for each c-prediction. With a slightly worse
constant, the lower bound holds also for randomized
search strategies.

The full version is available at [2].
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