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1 Introduction

Clustering is a fundamental task in computer science
that aims to group similar objects while providing a
compact representation of the original data. Most
existing work assumes inputs in the context of point
data [I1,[8]. However, recently, effort has been devoted
into the clustering of more complex data like curves,
which arise naturally in spatial and time series data
[2, @, 6, B]. With curves, the natural challenge is to
additionally bound the complexity of the computed
representation. This motivates the study of the (k, £)-
center clustering problem under the Fréchet distance,
which generalizes the classical k-center problem by
restricting center curves to have at most ¢ vertices.

More formally, given a set G of n polygonal curves of
finite size, the (k, £)-center clustering problem asks to
find a set C of k polygonal curves, each of size ¢, such
that the maximum (discrete or continuous) Fréchet
distance of any curve in G to the closest curve in C is
minimized.

Buchin et al. show that a careful adaptation of Gon-
zalez’ algorithm in combination with curve simplifica-
tion yields a 3-approximation for the discrete Fréchet
distance in d dimensions for d > 1 and for the continu-
ous Fréchet distance in 2 dimensions [3]. A key step in
obtaining the 3-approximation is the computation of
an optimal simplification of a polygonal curve, which
remains unsolved under the continuous Fréchet dis-
tance in R? for d > 2. However, recent work by Cheng
and Huang has introduced the first polynomial-time
bicriteria approximation scheme for curve simplifica-
tion in higher dimensions, marking progress towards
an optimal simplification [7]. Furthermore, Buchin et
al. also show that approximating the problem within a
factor close to 2.598 for the discrete Fréchet distance,
and 2.25 — ¢ for the continuous Fréchet distance is
NP-hard.

In this paper, we improve upon these results by
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proving that the (k, £)-center problem under the (dis-
crete and continuous) Fréchet distance is NP-hard to
approximate within a factor of 3—e for any € > 0. Our
results hold for curves in R? where d > 2 as well as
the special case when k£ = 1, which implies tightness
for the 3-approximation under the continuous Fréchet
distance in R? and for the 3-approximation under the
discrete Fréchet distance in R? for d > 2.

2 Discrete Fréchet

We begin in the setting of discrete Fréchet distance.
Here, we show that the (k, £)-center clustering prob-
lem cannot be approximated within a factor of 3 — ¢,
for some € > 0, giving a reduction from the SHORTEST
COMMON SUPERSEQUENCE (SCS) problem that gen-
eralizes the reduction given in [3]. In the SCS problem
there is given a set .S of n input strings of finite length
over a finite alphabet ¥, asking if there exists a string
S* of size t such that each string in S is a subsequence
of S*. Even with a binary alphabet, the SCS problem
is shown to be NP-Complete [9]. Furthermore, for
two polygonal curves ¥ and ¢, we will denote their
discrete Fréchet distance by dpr (1, ¢).

Given an instance of the SCS problem, i.e. n in-
put strings over an alphabet {4, B}, and a value ¢,
which denotes the maximum length of the sought su-
perstring. We construct a corresponding (k, £)-center
clustering instance as follows. Let po = (0,0) be the
origin of the Euclidean plane and let ¢, 5, c§ be reg-
ular z-gons centered on py with radii 1, 2, and 3, re-
spectivelylﬂ The z-gons are oriented such that the co-
ordinate of the first vertex of cj is (0,7) for 1 < j < 3.
We define point p7; to be the ith vertex of ¢f for
1<i<nandl<j<3. Next, we define the follow-
ing point sequence gadgets (see Figures [1| and [2| for
an illustrated example with various x):

e Gy starts with pf; followed by pf, ; where i’ :=

£ modx)+1forl <y <z
(G'51) ) J

INote that when & = 3 our reduction coincides with the
reduction by Buchin et al. [3]
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C% starts with pf 5 followed by pf, , where 7' :=
((7'[%]) mod z) +1 for 1 < j' < x.

% starts with pf 5 followed by pf 5 where i’ :=

((j’ %D mod :U) +1lforl <y <z

¢ is the reverse of GZ.

o (% is the reverse of C'%.
o G% is the reverse of G%.

We refer to G§ and G% as buffer gadgets.

In order to construct a polygonal curve 7(s) for each
of the input strings s € S, we use the gadgets defined
above to map the letters A and B to the following
point sequences.

o A= (G5, Gp)(GR), (G, Gy
* B~ (G3,G})', (Gp), (G, GY)*

Here (G)! means that point sequence G has been
repeated and concatenated t times. We further de-
fine v as a function that takes an input string and
replaces each letter with a point sequence according
to the aforedescribed mapping, concatenates these se-
quences, and inserts line segments between two con-
secutive points. Using these mappings for every input
string in S we obtain a polygonal curve which is part
of the input for the (k,¢)-center clustering problem,
ie. g = {y(sz)|sl € S}

Lemma 1 For any true instance of the SCS decision
problem, there exists a center curve of length at most
(x 4+ 3)t and radius at most r = 1 under the discrete
Fréchet distance in our construction.

Proof. If the SCS instance is true, then there exists
a common superstring S* of length at most t. We
map this superstring to a polygonal curve § as fol-
lows: for every letter A or B we append (po, C%,po)
or (po, C%, po), respectively, with corresponding line
segments between sequential points to 8. Therefore,
the resulting polygonal curve has at most (x+3)t ver-
tices. Since each input string in S is a substring of the
common superstring, whenever the substring omits a
letter of the superstring, this letter can be matched to
a corresponding buffer gadget. Whenever we need to
skip a sequence of buffer gadgets, we match them to
point pg on the polygonal curve of the superstring. [

Lemma 2 Let r < 3cos(5;). There does not exist
a polygonal curve ¢ in the plane that satisfies both
dpr(G%,¢) <r and dpr(Gg,¢) <.

Proof. Assume that there exists a polygonal curve ¢
such that dpp(G%, ¢) < r and dpr((Gg), ¢) < r for
some 7 < 3cos(5-). Since the distance between two
consecutive points in G% or G% is exactly 6sin(§ —

7=) = 6cos(5>), there is no point in ¢ that is matched
under the Fréchet Distance to two sequential points
in G% or G% (see Figure [Ba). Furthermore, since G%
and G follow the same polygonal curve but traversed
in the opposite order, somewhere a point of ¢ must
be matched to two points that have an underlying
distance of 6 cos(g5). This fact contradicts that there
can exist a curve ¢ that satisfies both dpp(G%, ¢) <r

and dDF(G%,QS) <r. O

Lemma 3 For any instance of an SCS decision prob-
lem, consider the above reduction with x > 3t. If
there exists a center curve of length at most (x + 3)t
and of radius strictly smaller than r = 3 cos(g) un-
der the discrete Fréchet distance on the constructed

instance, then the original SCS instance is true.

Proof. Let the center curve be denoted by 5. We
claim we can transform this polygonal curve into a
superstring S* of S from the instance of the SCS deci-
sion problem. We define disks D7 of radius r centered
at points pjs for 1 <i <.

First, remove all points at the start and end from 3
that do not lie in Dy and, for any consecutive points
in B that both lie in DY, remove the latter point.
Next, split 8 by points that lie in Df. This gives us
the set of subsequences B from which we will build
the superstring S*. For each subsequence 3’ € B
we calculate the discrete Fréchet distance to G% and

% and by Lemma |2| the following three options are
possible:

e dpr((G%),8) < r and dpr((G%),B') > r; the
letter A is added to S*.

o dpr((G%),8) > r and dpr((G%),B') < r: the
letter B is added to S*.

o dpr((G%),8) > r and dprp((G%),B’) > r: this
subsequence is ignored and no letters are added
to S*.

We claim that the resulting string S* is a common
superstring of the set of strings S. Since (3 is a center
curve of radius r, it is within Fréchet distance r to
all input strings. By their construction, every letter
A and B in s; generates a subsequence G% and G%,
respectively, in (s;). In order to match each subse-
quence G% or G%, center 3 needs to visit disks Dy
in the correct order and have a vertex in each disk,
always starting and ending in disk D7.

The size of the generated string S* is at most

-

Hence, for any = > 3t the length of S* is at most ¢,
implying the SCS instance is true. ]
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(a) x =3

A K

b)z=5

(c)z=7

Figure 1: Three point sequences for various z, the blue sequence represents G% and the black sequence represents

G

A

(a) z=3

(b)x=5

¥

(c)xz=T7

Figure 2: Three point sequences for various x, the blue sequence represents G and the black sequence represents

G,

Then, from Lemma [1] and [3] by choosing z := 2 -
max(3t, 1) + 1, the following result directly follows.

Theorem 4 The (k, {)-center problem under the dis-
crete Fréchet distance is NP-hard to approximate
within a factor of 3 — ¢ for any € > 0 for curves in
R? with d > 2, even if k = 1.

Proof. From Lemma[lland [3it follows that for some
x > 3t, the (k, £)-center clustering problem is NP-hard
to approximate within a factor of 3 cos(%lx) >3- g—g,
for x > 0. Hence, if we choose x := max(5Z, 3t)+1, for
some £ > 0, the (k, £)-center clustering problem under
the discrete Fréchet distance is NP-hard to approxi-
mate within a factor of 3 — . Trivially, this result
generalizes to any dimension d > 2 using the same

construction. O

3 Continuous Fréchet

For the continuous Fréchet distance we prove an anal-
ogous result as shown in Section 2] In the following,
we denote dop (1, @) as the continuous Fréchet dis-
tance between polygonal curves ¥ and ¢.

Lemma 5 Let r < %cos(g) + % There does not
exist a polygonal curve ¢ in the plane that satisfies
both dCF(GiEq,d)) < r and dCF(G%,Qﬁ) <r.

Proof. Assume there exists a curve ¢ with
der(G4,¢) < r and der(G%,¢) < r. We start by
showing that for each vertex v € G% there must exist
a vertex w € ¢ such that the distance between v and
w is at most r. Supposing this is not the case, some
v must be matched to an edge of ¢. However, since
three consecutive points of G% form an isosceles tri-
angle, when 7 < 3 cos(Z) + 2 this is not possible (see
Figure . Analogously, the same can be shown for
G%.

Furthermore, with a similar argument as was used
in the proof of Lemma each vertex of ¢ cannot
be matched to two consecutive vertices of G% or G%.
Hence, since 3 cos(Z)+ 3 < 3cos(£) for > 3, curve
¢ cannot exist. O

The proofs of the following lemmas are omitted, as
they are analogous to the proofs of Lemmas [I] and [3]

Lemma 6 For any true instance of the SCS decision
problem, there exists a center curve of length at most
(x+3)t and radius at most r = 1 under the continuous
Fréchet distance in our construction.

Lemma 7 For any instance of an SCS decision prob-
lem, consider the above reduction with x > 3t. If
there exists a center curve of length at most (x + 3)t
and of radius strictly smaller than r = 3 cos(Z) + 3
under the continuous Fréchet distance, then the in-
stance is true.
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(a) 7 = 3cos(55)

(b) r = %cos(%) + %

Figure 3: Critical Fréchet distances for the discrete and continuous case.

Again, from these results, we can finally conclude
with the following theorem.

Theorem 8 The (k,{)-center problem under the
continuous Fréchet distance is NP-hard to approxi-
mate within a factor of 3 — ¢ for any € > 0 for curves
in R? with d > 2, even if k = 1.

Proof. From Lemma [l and (Blit follows that for some
x > 3t, the (k, £)-center clustering problem is NP-hard
to approximate within a factor of 3 cos(Z)+ 3 >3 —
%, for x > 0. Hence, if we choose x := max(g—g, 3t)+
1, for some e > 0, the (k, £)-center clustering problem
under the continuous Fréchet distance is NP-hard to
approximate within a factor of 3 — . Trivially, this
result generalizes to any dimension d > 2 using the
same construction. O
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